VideoCrafter1 |
VideoCrafter2

EasyAnimate4 ”

VideoGen-of-Thought: Step-by-step generating
multi-shot video with minimal manual intervention

Mingzhe Zheng'® Yongqi Xu?® Haojian Huang® Xuran Ma' Yexin Liu'®* Wenjie Shu'-

Yatian Pang*® Feilong Tang!® Qifeng Chen!" Harry Yang!®" Ser-Nam Lim>%"

! Hong Kong University of Science and Technology 2 Peking University
3 University of Hong Kong 4 NUS > University of Central Florida  © Everlyn Al

{0}
>
o

S
z

Shot 1
= 5 y The three
Reasonable: Consistent: (. core challenges ﬂ

A —— e ——
- —
| Narrative .
| Fragmenfaﬁonl a%

Shot Timeline

) [ character |

Yo

-
)

|
-
Lack of continuity '( | l
between shots | u | Background |
! Visual 3] VB4
P Inconsistency | =]
Lack of narrative Y ‘, |
|

depth or logic in
the shot

|
|
Relation |
|
|

B« @« et o

==
' J
I = =
| —-> , }|Cumeru PoseI
Transition | \| wmen
proil G| i
] g
(a) Time (b)

Figure 1: Illustration of VideoGen-of-Thought (VGoT). (a) Comparison of existing methods with
VGoT in multi-shot video generation. Existing methods struggle with maintaining reasonability and
consistency across multiple shots, while VGoT effectively addresses these challenges through a multi-
shot generation approach. (b) Challenges solved by VGoT': addressing narrative fragmentation with
dynamic storylines modeling across five domains (characters/backgrounds/relations/camera/HDR),
tackling visual inconsistency via identity-aware cross-shot propagation to create keyframes using
IPP tokens derived from narrative elements, and solving transition artifacts during multi-shot video
synthesizes through adjacent latent transition mechanisms.

Abstract

Current video generation models excel at short clips but fail to produce cohesive
multi-shot narratives due to disjointed visual dynamics and fractured storylines. Ex-
isting solutions either rely on extensive manual scripting/editing or prioritize single-
shot fidelity over cross-scene continuity, limiting their practicality for movie-like
content. We introduce VideoGen-of-Thought (VGoT), a step-by-step framework
that automates multi-shot video synthesis from a single sentence by systematically
addressing three core challenges: (1) Narrative fragmentation: Existing meth-
ods lack structured storytelling. We propose dynamic storyline modeling, which
turns the user prompt into concise shot drafts and then expands them into detailed
specifications across five domains (character dynamics, background continuity,
relationship evolution, camera movements, and HDR lighting) with self-validation
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to ensure logical progress. (2) Visual inconsistency: previous approaches struggle
to maintain consistent appearance across shots. Our identity-aware cross-shot
propagation builds identity-preserving portrait (IPP) tokens that keep character
identity while allowing controlled trait changes (expressions, aging) required by
the story. (3) Transition artifacts: Abrupt shot changes disrupt immersion. Our
adjacent latent transition mechanisms implement boundary-aware reset strategies
that process adjacent shots’ features at transition points, enabling seamless visual
flow while preserving narrative continuity. Combined in a training-free pipeline,
VGoT surpasses strong baselines by 20.4% in within-shot face consistency and
17.4% in style consistency, while requiring 10x fewer manual adjustments. VGoT
bridges the gap between raw visual synthesis and director-level storytelling for
automated multi-shot video generation.

1 Introduction

Recent advancements in video generation techniques have yielded impressive results, particularly in
creating short, visually appealing clips |[Blattmann et al.|(2023a); (Chen et al.| (2023}, 12024)); Xu et al.
(2024)); Henschel et al.|(2024). These advancements have been powered by increasingly sophisticated
generative models, ranging from diffusion models|Ho et al.|(2020); [Song et al.|(2020b)); Rombach et al.
(2022); Blattmann et al.| (2023a) to auto-regressive models |Ge et al.| (2022); |Weng et al.|(2023); |Liu
et al.| (2024)); Wang et al.| (2024)), supported by large-scale datasets Huang et al.| (2020); Schuhmann
et al.| (2021} 2022). These methods have enabled the generation of high-quality and realistic short
videos. However, generating multi-shot videos from a brief user input script remains a substantial
challenge. Unlike single-shot video generation, which focuses on creating a coherent clip from a
single prompt, multi-shot video generation requires the model to maintain both reasonable storylines
and visual consistency across multiple shots. This task involves additional complexities, such as
ensuring logical transitions between scenes and maintaining consistent appearance (e.g., character
identity, overall style, etc.) throughout the video. Current video generation methods|Chen et al.| (2023
2024])); Xu et al.| (2024); [Hong et al.|(2022); Yang et al.|(2024)) often fall short in these areas, resulting
in fragmented narratives and inconsistent visual elements across shots. Furthermore, sometimes real
movies require the same character to appear in different ways based on the storylines, which should
be faithful to the same identity but not the same traits (e.g., expression, appearance, relationships,
etc.). The requirement for high-level identity preservation |Ye et al.|(2023)); Yuan et al.|(2024); Zhou
et al.|(2025) across shots remains an open question, which is essential for cross-shot consistency.

Existing multi-shot video generation approaches suffer from several limitations. For instance, methods
like MovieDreamer |Zhao et al.|(2024) require plenty of manual input, including mountains of script
writing (e.g., character appearance, scene elements, detailed plots, etc.) and image selection. Other
approaches, such as DreamFactory Xie et al.| (2024), focus on multi-agent pipelines but require
specific documents and repeated manual adjustment for each story, restricting the capability of
easy usage. The need for heavy manual intervention not only increases the workload but also
limits their practicality for automated movie-like content creation. In contrast, our work aims to
decompose the complex task of multi-shot video generation into smaller, manageable problems and
solve them in a step-by-step manner with minimal manual intervention, as shown in Figure|l} Our
approach proposes to systematically and automatically address three core challenges: (1) narrative
fragmentation through dynamic storyline modeling; (2) visual inconsistency via identity-aware
cross-shot propagation; and (3) transition artifacts using adjacent latent transition mechanisms.

We propose VideoGen-of-Thought (VGoT), an end-to-end framework that generates multi-shot
video with reasonable storylines and visual consistency from one sentence with minimal manual
intervention. Our framework addresses three fundamental challenges through a structured pipeline as
shown in Fig 2} First, VGoT tackles narrative fragmentation through converting a brief user prompt
into short descriptions for across shots to obtain a reasonable story draft: we introduce a dynamic
storyline modeling that transforms user prompts into shot sequences through a two-stage process
with self-validation mechanisms that enforce narrative coherence by rejecting candidates violating
cinematic principles.

Additionally, to resolve visual inconsistency, we introduce identity-aware cross-shot propagation
that extracts multi-aspect portrait schemata from narrative elements, ranging from different avatars
in the same story to different traits of the same identity following the development of the story.



This system handles both inter-story avatar variations and intra-story identity evolution, generating
identity-preserving portrait (IPP) tokens. These IPP tokens guide keyframe generation through
hierarchical feature injection in pretrained diffusion models [Song et al.| (2020a); [Rombach et al.
(2022); [Team| (2024); |Ye et al.|(2023)), ensuring style uniformity and identity fidelity across shots.

We encode each keyframe into latent space and utilize a video diffusion model to refine a noise map
into video latent codes, representing k frames of shot video, conditioned on the keyframe latent and
the corresponding textual latent. To address transition artifacts, we design a cross-shot transition
mechanism with a FIFO-like |[Kim et al.| (2024) latent reset strategy that processes adjacent shots’
features at the boundary, ensuring seamless transitions and maintaining visual continuity across shots
while preserving the logical coherence established in the storyline preparation.

Additionally, current evaluation protocols for multi-shot video generation remain inadequate due to
the absence of dedicated datasets and task-specific metrics. To address this limitation, we propose
four novel quantitative metrics for systematic assessment:

» Within-Shot Face Consistency (WS-FC): facial similarity between frames in a single shot.
* Cross-Shot Face Consistency (CS-FC): identity distance across shots.

* Within-Shot Style Consistency (WS-SC): style similarity between frames in a single shot.
* Cross-Shot Style Consistency (CS-SC): stylized bias across shots.

Experimental results demonstrate VGoT’s superiority over state-of-the-art (SOTA) methods across all
metrics. Quantitative comparisons reveal 20.4% and 17.4% improvements in WS-FC and WS-SC,
respectively, compared to previous SOTA baselines. For cross-shot metrics, VGoT achieves 2.9
higher in CS-FC and 106.6 % higher in CS-SC over baselines. Human evaluations (Table[2) confirm
these findings, with VGoT receiving 66.7 % "Good" ratings for cross-shot consistency versus 27.2%
for competitors.

The principal contributions of this work can be summarized as follows:

* Automated Multi-Shot Generation Framework: We present VGoT, the first end-to-
end system that generates story-coherent multi-shot videos from single sentence inputs,
obviously reducing manual intervention.

* Three-Core Solution Architecture: We propose a structured four-module pipeline address-
ing narrative fragmentation through LLM-powered story decomposition, visual inconsis-
tency via identity-aware propagation, and transition artifacts using adjacent latent transition
mechanisms.

* Multi-Shot Evaluation Protocol: We design a new multi-shot video assessment protocol
featuring hierarchical consistency measurement with four quantitative metrics covering
face/style consistency across both within-shot and cross-shot.

2 Related Work

Video generation has made significant strides following the great success of diffusion models, leading
to two important research categories: long video synthesis and multi-shot story generation. These
areas focus on generating high-quality, consistent videos either as extended single shots or as coherent
sequences across multiple scenes.

Long Video Synthesis. Long video synthesis has advanced through diffusion-based methods and
autoregressive approaches. Diffusion models based on Stable Diffusion Rombach et al.| (2022
utilize iterative refinement to generate visually consistent frames and have been effective for short
sequences |He et al.|(2022); Blattmann et al.|(2023a); |(Chen et al.| (2023}, 2024); | Xing et al.[(2025)); Wu
et al.[(2023); [Blattmann et al.| (2023b); |Guo et al.| (2023); [Yang et al.[|(2024); |Zhang et al.| (2024);
Geyer et al.| (2023); Huang et al.|(2024); [Peng et al.| (2024)); Esser et al.| (2023); |[Ho et al.| (2022);
Singer et al.| (2022); |[Zeng et al.| (2024)); Zhou et al.[ (2022); (Q1u et al.| (2023)); [Pan et al.| (2024)).
However, they struggle with maintaining coherence over extended video lengths. Autoregressive
methods |Ge et al.[(2022); [Li et al.| (2024); | Yin et al.| (2023)) predict frames sequentially but often
face error accumulation, making long-term consistency challenging and computationally expensive.
Additionally, training-free methods like FIFO-Diffusion |Kim et al.| (2024) generate long sequences
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Figure 2: The FlowChart of VideoGen-of-Thought. Left: Shot descriptions are generated based
on user prompts, describing various attributes such as character details, background, relations, and
camera pose. Pre-shot descriptions provide a broader context for the upcoming scenes. Middle Top:
Keyframes are generated using a text-to-image diffusion model conditioned with identity-preserving
(IP) embeddings, which ensures consistent representation of characters throughout the shots. IP
portraits help maintain visual identity consistency. Right: The shot-level video clips are generated
from keyframes, followed by shot-by-shot transition inference to ensure temporal consistency across
different shots. This collaborative framework ultimately produces a cohesive narrative-driven video.

without training but lack mechanisms to manage transitions across shots, limiting their effectiveness
in narrative-driven content. Overall, while these approaches achieve visual fidelity, they fail to ensure
logical coherence across extended sequences. In contrast, VideoGen-of-Thought (VGoT) leverages a
modular approach that includes cross-shot smoothing mechanisms to ensure both visual consistency
and narrative coherence, offering a more holistic solution for generating long-form videos.

Multi-Shot Video Generation. Multiple Shot Story Generation focuses on maintaining narrative
coherency across distinct scenes, and existing approaches face critical limitations in automation
scalability. Animate-a-Story He et al.|(2023) uses retrieval-augmented generation to ensure visual
consistency but struggles with maintaining logical narrative transitions. MovieDreamer|Zhao et al.
(2024)) requires extensive manual scripting (character profiles, scene details, etc.) and image curation.
DreamFactory [Xie et al.|(2024) demands repetitive adjustment and special documents for each story
in its multi-agent system across stories. Flexifilm |Ouyang et al.|(2024) and StoryDiffusion |[Zhou
et al.|(2025) introduce conditional adaptability but still necessitate manual consistency fixes between
shots. These methods share a common bottleneck: heavy reliance on human intervention for narrative
and visual coherence. VGoT breaks this paradigm through systematic automation: 1) Narrative
Fragmentation — LLM-driven story decomposition; 2) Visual Inconsistency — Story-derived identity
propagation; 3) Transition Artifacts — Boundary-aware latent processing. This structured approach
enables director-level storytelling from single prompts with 10x fewer manual interventions than
prior works|Zhao et al.[(2024); |Xie et al.| (2024)).

3 Preliminaries and Problem Formulation

3.1 Preliminaries
Diffusion models|Ho et al.|(2020); Song et al. (2020alb) are generative models trained to approximate

data distributions p(x) through iterative denoising of random noise € ~ A(0, I). The forward process
gradually adds noise according to a variance schedule /3;:

Q($t|$t71) =N (ﬂct; V1= piri_q, BtI) (H
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over T timesteps, producing progressively noisier latents {z;}7_,. The reverse process learns a
parameterized model pp to reconstruct zq through transitions:

po(wi—1]we) = N (w115 pro (w4, 1), o (e, 1)) @

where (g and ¥y denote the predicted mean and variance. Training minimizes the noise prediction
error via:

Luncond = Exo,ENN(O,I),t [H6 — ez, t)||2] 3
Latent diffusion models |Rombach et al.| (2022) map this process to a compressed space using a
VAE Kingma and Welling| (2013)), enabling conditional generation through cross-attention:

Attention(Q, K, V') = Softmax (QKT> Vv 4)
n Vi

where Q = Wo&(z,), K = Wiy(y), and V = Wy ry(y) for text embeddings y. Video diffusion
models [He et al. (2022); Blattmann et al.| (2023a) process frame sequences {zf }?:_01 € Rhxwxd

through temporal-aware denoising networks €y (2, t, ¢). FIFO-Diffusion Kim et al.[(2024) extends
this through queue-based latent processing:

Qr = {Zf}?ffz — ©(Qk, Tk, ¢ €09) 5)

where ® denotes the DDIM sampler |Song et al.| (2020a). While effective for frame continuity, this
approach struggles with: (1) abrupt shot transitions that disrupt queue coherence, and (2) integration
of image-based conditions. Our framework addresses these through reset mechanisms in adjacent
latent-space processing.

3.2 Problem Definition

Given a one-sentence user input S specifying N shots (e.g., "A story of Mary’s life from birth to
death"), we aim to generate a multi-shot video V' with reasonable storylines and visual consistency
from one sentence through minimal manual intervention. The core challenges are:

* Reasonability: Maintaining logical narrative flow across evolving storylines

* Consistency: Preserving high-level identity | Ye et al.|(2023); |Yuan et al.|(2024); Zhou et al.
(2025) while allowing trait variations (e.g., aging expressions, contextual relationships)
across shots

* Multi-Shot Generation: Producing minute-level videos with diverse yet interconnected
shots

VideoGen-of-Thought (VGoT) addresses these through script preparation {pi}zN:_Ol, identity-preserved
keyframes {I;} 7 ;!, and cross-shot video latents { >/ }? _{. Our framework overcomes limitations in
existing multi-shot methods through narrative-visual coherency mechanisms.

4 Method: VideoGen-of-Thought

In this section, we introduce a structured, step-by-step framework for generating multi-shot videos
with reasonable storylines and visual consistency from one sentence with minimal manual in-
tervention, addressing the core challenges of narrative fragmentation, visual inconsistency, and
transition artifacts through four distinct yet collaborative modules (Fig [2):

4.1 Dynamic Storyline Modeling with Self-Vaildation

We formulate narrative generation as constrained multi-shot decomposition with auto-regressive
validation. Given user prompt S and shot count N, our system first generates a story draft S’ =
{s;}¥, of short shot descriptions, then produces structured scripts through:

N
P = {pity = [J Muom(silCaim, {25 }521) ©)

i=1



where Cijm (Dehas Db, Prs Deam, Pr) €ncodes five cinematic dimensions: peh, governs character appear-
ance evolution and role relationships, p, ensures background consistency across scene transitions, p,
maintains interaction patterns and event causality, p.am specifies shot composition through camera
movements, and py, regulates HDR lighting continuity. The self-validation mechanism employs two
criteria:

V(pi) = 1[C(ps, pi—1) > 7| - I[K (pi, Coiim) > 7] ™

where C' : P x P — [0, 1] measures narrative coherence through pretrained textual feature extractor
EcLv|GLM et al.|(2024)) to compute semantic similarity between consecutive shots, and K : P xC —
{0, 1} verifies constraint completeness via rule-based checks against Cgj,. Thresholds 7. = 0.85 and
T, = 1 ensure strict adherence to cinematic principles.

Algorithm 1 Self-Validated Script Generation

Require: User prompt S, shot count NV, constraints Cjp,
1: Initialize P < 0, pprev — 0
2: Generate draft S’ < {s1,..., sy} = Mprm(S, N)
3: fori < 1to N do

4: repeat

5: p; — MLLM(Siycﬁlmapprev)
6: Ci < I[C(pi, pi—1) > 7]
7: K; ]I[K(pi,Cﬁlm) > Tk}
8: V(pi) — Ci . Ki

9: until V(p}) =1

10: P P UDP;, Pprev < D
11: end for

Our dynamic storyline modeling transforms user prompts into shot sequences through a two-stage
process with self-validation mechanisms that enforce narrative coherence by rejecting candidates
violating cinematic principles (Algorithm T).

4.2 Identity-Aware Cross-Shot Propagation

We resolve visual inconsistency through cross-shot propagation machanism, which maintains critical
attributes (e.g., hairstyle, facial structure) while permitting narrative-driven variations (e.g., expression,
aging). Using scripts P, we generate keyframes with consistent visual identities through a two-stage
process:

I={L}}L, =F(P, V) ®)

where F represents our identity-preserving generation pipeline and ¥ denotes the parameters of the
character schema. For each shot script p; € P, we extract:

e;r = Eawm(pi) € Rd» Cehar = Mum(P) = {Cj }Jj\il ®)

where Egpum is the text encoder and Cepo contains M identity descriptors (e.g., Young Mary, Elderly
Mary when describing given scripts Mary’s life ). Identity-Preserving Portrait (IPP) tokens are
synthesized through:

IPP; = M(c;) € RF>*W>3 el — By pp(IPP;) € R (10)

where M is a pre-trained text-to-image model and Ecpp denotes CLIP Radford et al.| (2021)’s
vision encoder. We inject identity features into diffusion via cross-attention:

Q = Woz € R (11)

K = ANWkel; Wiel] € R (12)

V = AWyel; Wiel] € RZ¥d (13)
T

Attn(Q, K, V) = softmax (?/];; ) |4 (14)
k



A set of one-sentence prompts, 30 shots, descrlbe the journey of Claire, a quiet botanist who becomes an unlikely spy in a world of secrets.

Figure 3: Visual showcases of VGoT generated multi-shot videos.

where z; € R™*4 is the latent in step t, A balances the influence of text / identity, and [;] denotes
concatenation. Keyframe generation integrates both modalities:

I; =D (ZT’QT7€§(¢)) o J(i) = Mum(ps, Cohar) (15)

By anchoring IPP tokens in narrative-derived character descriptors C.p,, and integrating them via
attention mechanisms, we achieve robust identity fidelity across shots.

4.3 Adjacent Latent Transition Mechanisms

We address transition artifacts through latent-space noise management across shot boundaries. Given
keyframes {;}2 , and script embeddings {e! } ,, we generate shot-wise latents:

Zi = My (el el ¢;) € RS xexhxw (16)

where e = FEgLm(s;) uses simplified shot descnptlon s; rather than detailed script pl, el 1s the
keyframe embedding, and ¢; ~ A/(0 (0,1) is the initial noise. Inspired by FIFO Kim et al|(2024), we
implement boundary-aware noise reset for cross-shot transitions:

€boundary ™~ N(OaﬂzI)a 61 =7 (1 - %) (17)

Zsina = R(Z1,Z3,...,ZN) (18)

where 3, controls noise magnitude at shot boundaries with scaling factor v, and R denotes our reset
function:

R(Z1,...,Zx) = [Z}f zx7 ...,Z}\}f} (19)
For each transition between shots ¢ and 7 + 1, we reset the diffusion process with:
Z?.H = €boundary + & - sz (20)

where a € [0, 1] controls the temporal continuity and sz is the final latent frame of the shot i. The
complete video generation becomes:

N
V=D|(]Z|eRMHHIW 1)
i=1



Figure 4: Visual comparison of VGoT and baselines

Table 1: Quantitative comparison with state-of-the-art T2V baselines. We compare average
CLIP scores, and the average FC and SC scores within and across shots between VGoT and baseline
models. We use bold to highlight the highest and underline for the second high.

Model CLIPT WS-FCtT CS-FCt WS-SCtT CS-SCt

EasyAnimate (2024 0.2402 0.4705 0.0268 0.7969 0.2037
CogVideo|Yang et al.|(2024 0.2477 0.6099 0.0222 0.7424 0.2069
VideoCrafterl [Chen et al.|(2023)  0.2478 0.3706 0.0350 0.7623 0.1867

VideoCrafter2 (Chen et al.|(2024)  0.2529 0.5569 0.0686 0.7981 0.1798
VGoT 0.2557 0.8138 0.2688 0.9717 0.4276

This mechanism decodes {Z;}Y, into a coherent video V' € RT*3*HXW through boundary reset
operations, preserving both narrative flow and visual continuity across 7' = N x f frames without
requiring additional training.

5 Experiments

5.1 Experiment Settings

Current video datasets lack sufficient multi-shot narratives with consistent characters across scenes.
We therefore constructed a benchmark dataset using VGoT to create ten 30-shot stories (300 shots
in total) for evaluation. Each story originates from a single user input S, which generates shot
outlines S and detailed scripts P across 30 shots and five domains defined in Eq. @ For quantitative
assessment, we employ four key metrics: Within-Shot Face Consistency (Qws rc), Cross-Shot Face
Consistency (2cs.rc), Within-Shot Style Consistency (Qws_sc), and Cross-Shot Style Consistency
(Qcs.sc) defined in Appendix We additionally report CLIP score Radford et al.|(2021), PSNR [Fardo
et al.| (2016), and IS [Barratt and Sharmal (2018). Our implementation uses multiple GPT-40 [Achiam
et al.| (2023) for scripting, Kolor [Team as base model for keyframes, and DynamiCrafter Xing
et al.| (2025) for video generation, compared against Easy Animate Xu et al.| (2024), CogVideo [Hong
et al.|(2022), and VideoCrafterChen et al.| (2023} 2024) on NVIDIA H100 GPUs.

5.2 Comparison Evaluation
Our evaluation compares VGoT against state-of-the-art text-to-video models using narrative scenarios
from Sec[5.1] Quantitative results in Table[T]demonstrate VGoT"s superiority as follows.

VGoT achieves 0.8138 Qs pc and 0.9717 Qws_sc, outperforming the best baselines (VideoCrafter2’s
0.5569 Qws.rc and 0.7981 Qws.sc) by 46.1% and 21.7 % respectively. For cross-shot consistency,



Table 2: Human Evaluation. We compare VGoT with baseline models in terms of Within-Shot
Consistency, Cross-Shot Consistency, and Visual Quality.
Within-Shot Consistency Cross-Shot Consistency Visual Quality
Bad] Normal~ Good? Bad] Normal~ Good? Bad]| Normal~ Good 1
EasyAnimate |Xu et al.|(2024) 0.3333 0.3232 0.3434  0.3535 0.3535 0.3131  0.4646 0.2727 0.2828
CogVideo|Yang et al.|(2024) 0.1341 0.4146 04512  0.2927 0.5976 0.2317  0.1463 0.4512 0.5244
VideoCrafterT|Chen et al.|[(2023)  0.5446 0.2574 0.1980 0.6436 0.1881 0.1683  0.6535 0.1782 0.1683

VideoCrafter2|Chen et al.|(2024)  0.1262 0.4854 0.3883  0.3495 0.3786 0.2718 0.1748 0.4951 0.3981
VGoT 0.0889 0.2556 0.6556  0.0889 0.2444 0.6667  0.0889 0.2111 0.7000

Table 3: Ablation Studies. We evaluate the impact of removing key modules from our proposed
framework. Metrics include CLIP Score, PSNR, IS, FC score, and SC score

CLIP average PSNR 1 ISt WS-FCt CS-FCt WS-SCt CS-SC1

w/o DSM w/o IPP 0.1146 24.3265 7.4624 0.7364 0.1129 0.9406 0.3650
w DSM w/o IPP 0.1146 24.3265 7.5783 0.7305 0.1174 0.9471 0.3663
w/o DSM w IPP 0.1223 23.9228 7.4521 0.8745 0.3291 0.9486 0.4186
Full Method 0.1111 25.7857 7.5194 0.8303 0.2738 0.9487 0.3859

*FC is denoted as Face Consistency, and SC is denoted as Style Consistency

VGoT’s 0.2688 ()cs.rc and 0.4276 ()cs.sc surpass VideoCrafterl’s second-best 0.0686 2cs_pc and
CogVideo’s 0.2069 Qcs.sc. While outperform text-visual alignment via best CLIP score (0.2557),
VGoT maintains this performance while requiring 10x less manual input, more qualitative analysis

Human evaluations (Table [2) confirm these findings: VGoT receives 66.7% "Good" ratings for cross-
shot consistency versus 27.2% for VideoCrafter2 and 23.2% for CogVideo. In visual quality, 70.0%
of evaluators rate VGoT’s outputs as "Good" compared to 52.4% for CogVideo. This preference
is qualitatively validated in Fig[d] which demonstrates VGoT’s superior maintenance of character
consistency and visual coherence across extended narratives compared to baseline outputs.

5.3 Ablation Studies

We analyze two core components through systematic removal: (1) Dynamic Storyline Modeling
(DSM) and (2) Identity-Preserving Portraits (IPP). Using the 30-shot cycling narrative, Table 3| reveals
three critical patterns:

1. CLIP-Logic Tradeoff: The full model achieves lowest CLIP score (0.1111 vs 0.1223 baseline)
but highest PSNR (25.79) and IS (7.52), confirming that DSM’s narrative enrichment and IPP’s
consistency control prioritize cinematic quality over literal prompt matching.

2. Consistency Costs: Removing DSM boosts {2cs.pe by 20.2% (0.3291 vs 0.2738) and SC by 8.5%
(0.4186 vs 0.3859), but as FigE] shows, this comes at severe narrative diversity loss—identical camera
angles and repetitive scenes dominate DSM-ablated outputs.

3. Component Synergy: IPP alone achieves 0.8745 Qws.pc (5.3% higher than full model), but
combined DSM+IPP delivers optimal balance—8.3% better {)cs_sc than IPP-only versions while
maintaining visual quality (25.79 PSNR vs 23.92).

These results prove both components are essential: DSM enables story progression while IPP ensures
continuity, together resolving the consistency-diversity paradox in multi-shot generation.

6 Conclusion

We present VideoGen-of-Thought (VGoT), a structured framework that automates multi-shot video
generation with reasonable storylines and visual consistency from one sentence through minimal
manual intervention, through three core innovations: dynamic storyline modeling, identity-aware
cross-shot propagation, and adjacent latent transition mechanisms. VGoT achieves 20.39% higher
within-shot face consistency and 17.36% better style consistency than previous state-of-the-art
methods, with 10x fewer manual adjustments than alternatives while maintaining director-level
narrative flow. Our work redefines automated multi-shot generation, bridging raw visual synthesis
with cinematic storytelling through systematic visual stories decomposition.
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A Limitations, Licenses, and Future Work

Limitations. VGoT relies on pretrained components without additional finetuning, which bounds
performance by the base models’ capabilities. In particular, DynamiCrafter Xing et al.| (2025) may
limit motion diversity under highly complex camera trajectories, reduce temporal stability in out-
of-distribution scenes with rapid appearance changes, and constrain very long-range dependencies
beyond adjacent-shot transitions. These constraints are characteristic of training-free pipelines and
motivate future model-level improvements.

Licenses Declaration. We acknowledge and comply with licenses of third-party assets used in our
pipeline. DynamiCrafter is distributed under the Apache License 2.0. Kolor is distributed under the
Apache-2.0 license. We use these tools within their permitted scopes and cite their sources. Other
services used for scripting (e.g., commercial LLM APIs) are accessed under their respective terms of
service. Our released code and evaluation scripts will clearly indicate all external dependencies and
their licenses.

Future Work. We plan to: (1) integrate stronger video backbones and optional finetuning to
enhance motion diversity and long-range temporal reasoning; (2) extend identity handling to multi-
subject IPP with fine-grained attribute disentanglement; (3) broaden cultural and linguistic coverage
in prompts and benchmarks; (4) include optional professional and sturctured movie screenplay writing
in the script generation process.

B Detailed Example of Dynamic Storylines

Dynamic Storylines Modeling plays a fundamental role in converting high-level user input into a
detailed series of prompts for each shot within the multi-shot video generation process. The specific
process is to convert a single sentence user input S, into a more detailed and structured description
S’, which is then decomposed into a set of prompts P = {py,ps, ..., pn}, corresponding to each
of the N shots required for the complete video. This process uniformly adopts a large language
model (LLM) and uses prompt engineering to ensure the reasonableness of the generated video. This
process enables the generation of a logical, stepwise narrative structure that serves as the backbone
for subsequent keyframe and shot-level generation.

For example, consider the user input: e.g., a set of one-sentence prompts, 30 shots, describe a story
about three avatars (two friend Mike and Jane, one bad guy Tom) and their fantasy adventure in an
ancient pyramid.. The LLM would first transform this input into a detailed version S’ consisting
of 30 one-sentence scripts like s1: “Mike’s Discovery: Mike examines an ancient map with intense
focus, revealing the path to the pyramid.” Subsequently, each s; in S’ is decomposed into prompts
P, such as p;: Character: Mike, holding an ancient map with Jane by his side. Background: A
dense jungle filled with mist and towering trees. Relation: Mike studies the map closely, pointing to a
pyramid. Camera Pose: Medium shot focusing on Mike and Jane. HDR Description: Soft light filters
through the trees, creating dynamic shadows on the map and characters.". This structured approach
ensures narrative coherence across multiple shots, laying the foundation for the generation process.

Our self-validation mechanism ensures cinematic rigor through iterative refinement. Consider a
draft shot description: 2. Inside the helicopter, a diverse team of scientists, their faces filled with
anticipation and anxiety, pore over maps and equipment

Initial Generation Attempt:

Pcha  Team of scientists with mixed ages
Db Helicopter interior
Py’ =< pr Studying maps
Peam Close-up
Ph (Missing HDR specification)

Validation fails with K (pgl), Ciiim) = 0 due to incomplete HDR description. The LLM regenerates
with lighting constraints:



Validated Output:

Decha  Diverse team in expedition gear, anxious expressions
Db Helicopter over Amazon rainforest
Dy = Pr Team engrossed in equipment
Peam Wide shot showing interior/exterior
prn, Sunlight streaming through windows, warm glow

This satisfies both criteria: C(p5,p1) = 0.92 > 7., K(p3,Cam) = 1, ensuring director-level
coherence from user input under minimal manual intervention.

C Multi-Shot Evaluation Protocol

Existing evaluation frameworks predominantly focus on single-shot quality, leaving multi-shot
assessment underspecified. We introduce a hierarchical protocol that quantifies both intra-shot and
inter-shot consistency:

Qmuti-shot = {2ws-rc; Qcs-re; Qws-sc, Qes-sc (22)

Within-Shot Face Consistency (WS-FC) measures identity preservation within temporal sequences:
Qws-rc( o Z cos(F}, Fi ;) (23)

where F} represents facial features from frame j of shot i extracted using InsightFace |Ren et al.
(2023);|Guo et al.| (2021); |Gecer et al.|(2021); An et al.| (2022, [2021); |Deng et al.| (2020alb)); \Guo et al.
(2018)); IDeng et al.| (2018, 2019).

Cross-Shot Face Consistency (CS-FC) evaluates identity preservation across shots:

1 N-1 n

1 ; i
N1 > QZCO“F}f;‘HaFjH) (24)

i=1 = j=1

Qcsre(V) =

where n = 8 in our implementation, comparing the last n frames of shot ¢ with the first n frames of
shot ¢ + 1.

Within-Shot Style Consistency (WS-SC) quantifies stylistic coherence through VGG-19 |Simonyan
and Zisserman| (2014) features:

Qws-sc (Vi) =51 Zcos (25)

where S} represents flattened VGG-19|Simonyan and Zisserman| (2014)) features from frame j of shot
7.

Cross-Shot Style Consistency (CS-SC) assesses style preservation between adjacent shots:

QCS SC — 1 Z ZCOS Sf ]_‘_1’51 1> (26)

These metrics establish a comprehensive framework capturing both local and global consistency
aspects essential for multi-shot video assessment, addressing limitations in current evaluation ap-
proaches.

D Additional Results

We validate VideoGen-of-Thought (VGoT) through four narrative archetypes. Type 1: Longitudinal
Character Development demonstrates decade-spanning consistency using prompts like “30-shot



A set of one-sentence prompts, 30 shots, describe the journey of Carlos, from
a young boy on his first bike to becoming a celebrated world champion cyclist.

VGoT
w/o IPP

VGoT w/o
DSM & IPP

Figure 5: Visual Demonstration of the ablation studies of VGoT

story of Marco discovering ancient secrets through culinary journeys”, where our framework main-
tains consistency across aging sequences. Type 2: Multi-Actor Scenes handles complex group
dynamics in scenarios like “Abandoned factory transformed into community art center", preserving
relationship continuity between complex stories and multiple characters across shots through identity-
aware propagation. Type 3: Non-Human Narratives extends identity preservation to fantastical
subjects, as shown in “Mycelium networks and mechanical bees restoring ecosystems", we explore
the creatity of VGoT in marvelous entities. We also evaluate the capability of VGoT to create diverse
stories with the same input: “an immigrant’s story of moving to a new country, struggling, and
eventually finding success as an entrepreneur.” in Type 4 showcases.

Moreover, we also provide additional comparison results to illustrate VGoT’s advantages over
existing state-of-the-art methods. These comparisons include visual comparisons with four baselines:
EasyAnimate, CogVideo, VideoCrafterl, and VideoCrafter2. Each comparative example is analyzed
in terms of visual consistency, narrative coherence, and overall quality. As shown in Figure[7] VGoT
consistently outperforms the baselines in terms of character continuity, background stability, and
logical flow across shots. These results highlight VGoT’s ability to maintain coherent storytelling
while also achieving high-quality visuals. We also prepared the original experiment data record for
quantitative evaluation and ablation studies in our provided materials.

E User Study

To evaluate the user-perceived quality of videos generated by our VGoT framework, we conducted
an extensive user study involving 10 participants. The participants were given 50 accelerated multi-
shot videos, each generated either by VGoT or one of four baseline methods. The 10 input stories,
consisting of 30 shots each, were randomly assigned to ensure diverse feedback and minimize bias.
Each user was presented with 10 videos from different sources and asked to evaluate them on a
scale of good, normal, or bad, based on three specific criteria: within-shot consistency, cross-shot
consistency, and visual quality.

The results of the user study are summarized in Figure[8] The data indicates that users significantly
preferred the videos generated by VGoT, especially regarding cross-shot consistency. Users found
that VGoT’s videos maintained logical transitions between shots and preserved character appearances



"A set of one-sentence prompts, 27 shots, describe the life of Olivia, an ambitious fashion designer, from her first sketches to her iconic fashion show.”

Figure 6: VGoT Visual complement of the multi-camera video generated.

across different scenes, reflecting the robustness of our approach. Compared to the baselines, VGoT’s
results were rated highly for narrative coherence and overall quality, demonstrating the effectiveness
of our collaborative multi-shot framework in meeting user preferences.

F Ethics Statement

Potential Harms Caused by the Research Process. Our study uses publicly available pretrained
systems for scripting and generation (e.g., GPT-4o for script preparation, Kolor for keyframes, and
DynamiCrafter for video synthesis) in accordance with their licenses and terms of service (see
Section [5.I). Computation for metric evaluation and visual synthesis was performed on NVIDIA
H100 GPUs. The 10-story benchmark used for evaluation is created by the authors specifically for
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Figure 7: Visual comparison of VGoT with baselines Supplement.

this work; it does not contain personal data or copyrighted media beyond model outputs generated
under the respective tools’ usage policies. A small human evaluation with 10 participants was
conducted to assess perceived quality and consistency (Figure 8)); participants were informed of the
study purpose, their privacy was protected, and compensation followed local norms. No sensitive
personal information was collected, and we identified no additional risks to participants.

Societal Impact and Potential Harmful Consequences. VGoT is a training-free pipeline that
automates multi-shot video generation from a single sentence. While this can benefit creative
workflows and prototyping, risks remain. First, the environmental footprint of generative pipelines is



Instructions:
Please review the generated video results corresponding to the input text below. Each of the 50 evaluation sets contains 3 sub-questions. For each sub-question, please select the
best option based on Within-Shot Consistency, Cross-Shot Consistency, and Visual Quality (single choice only).

Notes:

1. Within-Shot Consistency refers to the natural inclusion of motion or dynamics within individual shots of the generated video. The dynamics should be coherent and consistent
with the text description (if applicable).

2. Cross-Shot Consistency means the visual content across different shots of the generated video should remain coherent. Transitions between shots should be smooth, with
consistent scene and content alignment, avoiding sudden unnatural changes or distortions.

3. Visual Quality indicates that the generated video is clear and detailed, with rich textures, natural colors, and smooth frame-to-frame transitions. There should be no obvious
distortions or artifacts, and the overall effect should closely resemble real video, delivering an excellent viewing experience.

N 1.1 Within-Shot Consistency 1.2 Cross-Shot Consistency 1.3 Visual Quality
A set of one-sentence

prompts, 30 shots,

describe a story of a Bad Bad Bad

classic American woman

Mary's life, from birth Normal Normal Normal

to death.” Good Good Good

“A set of one-sentence 2.1 Within-Shot Consistency 2.2 Cross-Shot Consistency 2.3 Visual Quality

prompts, 30 shots,

describe the journey of Bad Bad Bad

Leo, a coder who uses his

skills to solve mysteries Normal Normal Normal

in a virtual world. Good Good Good

Figure 8: Designed user study interface. Each participant was required to rate 50 videos by answering
three sub-questions for each video. Due to page limitations, only two videos are shown here.

non-negligible; H100-class accelerators consume substantial energy during inference and evaluation.
Second, synthetic videos may be misused for disinformation or to fabricate misleading content if
deployed irresponsibly. Third, bias can arise from scriptwriting and scene conventions (e.g., English-
centric prompts or specific cultural settings), potentially reducing representativeness across regions or
languages. Future work should prioritize energy-aware configurations, content provenance indicators,
and broader cultural coverage in story prompts and evaluation scenarios.

Impact Mitigation Measures. We intend to release the VGoT code and evaluation scripts under an
open-source license for academic research use, documented to clarify intended use and discourage
misuse. We recommend that downstream deployments include visible Al-generation disclosures
and optional watermarking, follow model and dataset licenses, and avoid use cases that could harm
individuals or communities. We will maintain the released materials and welcome community
feedback to improve responsible usage and coverage.



NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Our abstract and introduction state the three core contributions and reported
gains, which match the methods in Section[dand our experimental evidence in Sections
and

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

 The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It s fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: Appendix [A]details our limitations tied to base model capacity and discusses
future directions.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

¢ The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?



Answer: [NA]

Justification: We present a systematic problem—solution framework for multi-shot video
generation in Section 4 and empirical evaluation protocol in Appendix [C} we do not include
formal theorems or proofs that require explicit assumption sets.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Core settings (10 stories x 30 shots), baselines, models, hardware, and metrics
are specified in Sections[5.1]and[C} we also state intent to release code and evaluation scripts
to facilitate exact reproduction (Appendix [F).

Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.



5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We intend to release the VGoT code and evaluation scripts for academic
research with documentation and licensing guidance (Appendix [F).

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We specify story construction (10 stories, 30 shots each), baselines, models
(GPT-40, Kolor, DynamiCrafter), hardware (H100), and metrics; our pipeline is training-free,
so training hyperparameters are not applicable (Section [5.T)).

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: Despite we conduct quantitative comparison in Table|l|and qualitative compar-
ison in Figure ] human evaluation in Table 2] and ablation study in Table [3]and Figure 5]
we don’t report point estimates without error bars, confidence intervals, or statistical tests.

Guidelines:

* The answer NA means that the paper does not include experiments.
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10.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CIL, if the hypothesis
of Normality of errors is not verified.

 For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We disclose compute resources (H100 GPUs) and a training-free inference
pipeline; experiments are reproducible under the specified story set and metrics, with
compute bounded by inference-time usage (Section [5.1).

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We use synthetic prompts and public pretrained models and do not process
personal data; we adhere to standard research ethics and anonymization for submission.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
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Justification: Our Ethics Statement (Appendix [F) discusses potential positive uses and
negative societal impacts (energy footprint, misuse risks, and cultural bias) and outlines
mitigation measures.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: We do not release high-risk models or scraped datasets; our paper does not
introduce assets that require special safeguards.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: Appendix [A]declares licenses for DynamiCrafter (Apache License 2.0) and
Kolor (Apache-2.0) and notes compliance with external services’ terms.

Guidelines:

* The answer NA means that the paper does not use existing assets.
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* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We will introduce new pipeline code and evaluation scripts for VGoT and will
provide documentation and license notes upon release (See Appendix [F).

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [Yes]

Justification: Our Ethics Statement summarizes participant privacy protection and compensa-
tion norms; Figure [§]illustrates the interface. We provide the instruction in the supplemental
material.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
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Answer: [NA]

Justification: Our human-subject study involved rating multi-shot video quality and consis-
tency, which is generally considered minimal risk. Participants were informed about the
evaluation task; as detailed in Appendix [F] we protected privacy and identified no additional
risks. We do not provide formal IRB approval details, which can be common for minimal-
risk studies depending on institutional policies, but we followed ethical considerations
regarding compensation and privacy.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [Yes]

Justification: LLM usage is a core component of our method and is described in Section 4]
(dynamic storyline modeling) and Section[5.1]

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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