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Abstract

In recent years, large-scale generative models for visual content (spanning im-
ages, 3D scenes, and videos) have made remarkable progress. However, training
large-scale video generation models remains particularly challenging and resource-
intensive due to their inherent multimodality, the long sequences of visual to-
kens involved, and the complex spatiotemporal dependencies. To address these
challenges, we systematically designed the training framework, optimizing four
key components: (i) data processing, (ii) model architecture, (iii) training strat-
egy, and (iv) infrastructure. These optimizations delivered significant efficiency
gains and performance improvements across all stages of data processing, video
compression, parameter scaling, curriculum-based pretraining, and alignment-
focused post-training. Our resulting model, MUG-V 10B, achieves performance
on par with recent state-of-the-art video generation models. Notably, it excels in
e-commerce–oriented video generation tasks, outperforming leading open-source
models in human evaluations.

1 Introduction

Generative artificial intelligence models have advanced rapidly in recent years. Scaling laws have
been empirically validated in Transformer-based foundation models, yielding strong performance
across multiple modalities, including text, vision, and speech, and their associated tasks. This rapid
progress has given rise to a range of AI-generated content (AIGC) applications, such as chatbots,
creative tools, and agents, which are already reshaping production workflows and everyday life.
Progress spans both general-purpose and domain-specialized large language models; for example, the
CompassLLM series documents advances in multilingual and domain-focused capabilities [1, 2, 3].

In this work, we focus on developing a training framework for diffusion transformers (DiT) and
training a large-scale video generation model. Video generation is among the most challenging
forms of visual content synthesis: relative to image generation, it must preserve static content
fidelity while learning diverse motion dynamics; relative to 3D generation, it should not only
implicitly capture object-level 3D structure but also model inter-object interactions and physical
regularities [4, 5]. Meanwhile, training large-scale video generation models also demands addressing
three core challenges: inherently multimodal conditioning, long visual-token sequences, and complex
spatiotemporal patterns [6, 7, 8, 9, 10].

To address these challenges, we adopt the prevailing video generation paradigm, i.e., latent diffusion
transformers with flow matching objectives [11, 12], and systematically design and implement an
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end-to-end training framework spanning data processing, video compression, model pre-training,
post-training, infrastructure, and application evaluation. Along this pipeline, we investigate (i) how to
execute each stage with high efficiency and minimal resource cost, and (ii) how to validate recent
techniques and introduce techniques that further improve generative quality. Our contributions are
summarized as follows:

• Scalable data processing pipeline. We built a pipeline that filters and extracts high-quality
video clips from large corpora and uses a fine-tuned vision–language model (VLM) to generate
structured, high-quality captions for all clips, with emphasis on throughput and stage-wise
accuracy.

• High-ratio VideoVAE compression. We trained a VideoVAE that achieves 8×8×8 compression
along time, height, and width. Combined with non-overlapping 2× 2 patchification in the DiT,
this yields ≈ 2048× compression relative to pixel space. With targeted architecture and loss
design, reconstruction quality remains comparable to state-of-the-art VAEs at this ratio.

• Training-stable Transformer backbone. We designed a 10-billion-parameter Diffusion Trans-
former (DiT) with a transformer-block configuration that trains stably, and introduced a new
image/frame conditioning scheme that improves cross-frame consistency.

• Multi-stage training strategy for better video generation. The process comprises (i) small-
model hyperparameter validation, (ii) curriculum-based pre-training after scaling parameters,
(iii) annealed SFT with curated high-quality data, and (iv) preference optimization using human-
labeled annotations—substantially reducing trial-and-error compute while steadily improving
performance.

• Efficient training infrastructure. Built on Megatron-Core [13], our system combines data,
tensor, and pipeline parallelism to fully utilize hardware’s compute and interconnect, avoid
activation recomputation, and incorporates hand-written Triton kernels. On the system with 500
Nvidia H100 GPUs, it achieves near-linear scaling.

2 Data Processing

Video–text pairs constitute the primary training corpus for large video generation models because
they (i) are relatively inexpensive to acquire at scale, and (ii) jointly capture visual dynamics and their
semantic descriptions. Unfortunately, most publicly available videos contain abrupt scene changes,
static segments, duplicated content or heavy post-processing that make them unsuitable for direct
use [14, 15, 16, 17]. We therefore built a scalable video processing pipeline that filters and captions
raw footage to yield a large, diverse, and high-quality set of video clip–caption pairs. A relatively
small, top-quality subset is further selected for post-training.

2.1 Scalable Video Processing Pipeline

We aggregate raw videos from both public and internal sources. Each video first undergoes a video-
level screening for licensing, privacy compliance, prohibited content, and diversity of scenes, subjects,
and motion. Only videos passing this gate enter the fine-grained pipeline below.

Video splitting. Accurately isolating semantically coherent segments is critical because current
captioners struggle with clips that contain multiple scene transitions. We employ PySceneDetect [18]
and Color-Struct SVM (CSS) method from [17] in tandem: PySceneDetect handles most cuts, while
CSS complements it on identifying scene transitions such as gradual fades. Confidence thresholds
are tuned according to data sources to maximise true-positive splits.

Visual-quality filtering. To guarantee sharp, aesthetically pleasing, and temporally coherent clips,
we apply four-stage filtering:

• Sharpness test. The Laplacian-variance metric from OpenCV [19] highlights edge energy, frames
with a variance ∈ [200, 2000] are retained, otherwise the entire clip is rejected.

• Aesthetic score. A LAION-style aesthetic predictor discards clips scoring < 4.5 [20, 21].
• Motion amplitude. Optical flow magnitude is estimated with RAFT [22]. We sample three evenly

spaced frame pairs (start, middle, end), average their flow magnitudes, and drop clips that are
nearly static (< 1) or overly dynamic (> 20).
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• Multimodal LLM filter. A proprietary model fine-tuned on 24k labelled videos is employed to
identify clips with heavy post-processing (text overlays, large borders, special-effects), speed-
altered footage, and camera shake.

Caption generation. High-fidelity captions drive both prompt-following and training convergence.
We first finetune a Qwen-VL-72B [23, 24] captioner on public datasets plus internally labelled clips,
optimising for descriptions that cover objects, appearance, motion, and background context. The
capability is then distilled into a Qwen-VL-7B model [23, 24], striking a balance between accuracy
and inference throughput for large-scale captioning.

Data balancing and deduplication. To control distributional bias and eliminate duplicates, we parse
captions with a large language model that extracts key entities (subjects, actions, scenes). These tags
form a lightweight ontology used to (i) stratify sampling so under-represented categories receive
adequate weight and (ii) identify near-duplicate clips for removal. The resulting dataset offers a
balanced mix of content while maximising diversity.

2.2 Human-Labelled Post-training Data

Pre-training equips the model with basic text–video alignment, motion priors, and a grasp of physical
dynamics. Nevertheless, two problems persist: (i) Limited generation quality, e.g., low aesthetics,
motion discontinuities; (ii) Physical errors, e.g., impossible trajectories, inconsistent details [25,
26, 27]. To address these issues we curate a human-verified post-training corpus that serves two
complementary purposes: (i) refining the model on the highest-quality real videos and (ii) labeling
preference signals that directly target remaining failure cases.

2.2.1 High-quality Clip Labeling

Score-based filtering. From the full pre-training set we retain the top ≈ 10% of clips ranked by the
composite score described in Section 2.1.

Distribution re-balancing. Unlike the pre-training stage, we intentionally up-weight human-centric
clips (people, complex body motion, human–object interactions). Our empirical finding is that
rigid-object dynamics are comparatively easy to learn, whereas articulated human motion remains a
major bottleneck yet dominates real user queries.

Manual quality labeling. Automated filters still meet failure modes such as subtle scene splices
(scene transition problem) or mild video compression artefacts. Human annotators therefore review
each candidate clip on three axes: (i) Motion continuity (no jump cuts or speed ramps); (ii) Content
stability (no scene changes, dissolves, or stitched footage); (iii) Visual fidelity (clarity, absence of
heavy post-processing). Clips failing any criterion are discarded. The resulting subset forms the
supervised post-training data, offering uniformly high visual and temporal consistency.

2.2.2 Preference Optimisation Data Labeling

Even with real-video data training, the performance of generative model can plateau before generating
reasonable videos. We thus collect human preference annotations on the model’s own outputs:

Pairwise comparison labeling. Annotators compare two generated videos for overall aesthetics,
motion smoothness, and severity of visual errors. The preferred video receives a positive label; the
other receives a negative one.

Absolute correctness labeling. Independently, each clip is checked for (i) semantic match to the
prompt, (ii) preservation of the main subject throughout the sequence, and (iii) presence of any
physical or rendering errors. These evaluations yield binary pass or fail labels.

This dual annotation scheme powers the preference-learning stage (detailed in Section 4.2.3), enabling
iterative improvement of generation quality and systematic reduction of physical errors.

3 Model Design and Architecture

Building on mainstream latent-diffusion and latent-flow transformer frameworks [28, 29, 30, 31, 32,
33], we adopt a two-stage generative pipeline. First, a variational auto-encoder (VAE) compresses
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pixel-space video frames into a compact latent representation. Next, a 10-billion-parameter Diffusion
Transformer (DiT) is trained to operate entirely in this latent domain, modeling spatiotemporal
dynamics to synthesize videos. To unify text-to-video and image-to-video tasks within a single
architecture, we devise an image-conditioning strategy that injects visual tokens from a reference
image into the context stream of DiT, allowing controllable generation conditioned on either textual
prompts or key frames.

3.1 Video Variational Autoencoder (Video VAE)

High-quality latent representations are pivotal for training video generation diffusion models. Our
Video VAE balances three objectives: (i) maximal spatiotemporal compression, (ii) preservation
of fine detail, and (iii) a lightweight encoding strategy that supports rapid iteration. The encoder
downsamples each input clip by a factor of 8 × 8 × 8 along the temporal, height, and width axes,
achieving a 512× volumetric compression. Before entering the Diffusion Transformer (DiT), we
apply a non-overlapping 2× 2 spatial patchification that maps every four latents to a single token.

3.1.1 Video VAE Architecture

We initialise the Video VAE from a publicly available image VAE with strong reconstruction fi-
delity [34] and extend it to the video domain via hybrid convolutional stacks. Each down-sampling
stage alternates a 2D spatial convolution, capturing intra-frame texture, with a 3D convolution that
models inter-frame motion. This hybrid design retains the expressiveness of a fully 3D encoder while
reducing FLOPs significantly relative to an all-3D counterpart.

Unlike prior work that separates ‘spatial’ and ‘temporal’ pathways [35], we adopt a unified
architecture that jointly downsamples every dimension by eight. The resulting latent tensor
Z ∈ R(T/8)×(H/8)×(W/8)×C encodes both appearance and motion cues in a compact form. Aggres-
sive compression can harm fidelity, so we widen the bottleneck’s channel dimension to enhance
latent capacity. Ablation studies show that increasing C markedly improves reconstruction until
diminishing returns set in, we ultimately select C = 24 as the best trade-off between quality and
storage budget. Similar observations are reported in [27].

3.1.2 Minimal Encoding Strategy

Temporal causal convolutions have become the de-facto choice in many existing Video VAE imple-
mentations because they (i) respect the arrow of time, (ii) allow a single model to encode variable-
length clips, including degenerate cases such as still images or first-frame conditioning, and (iii)
prevent information ‘leakage’ from future frames during video prediction. However, causal convolu-
tions also introduce some drawbacks. When the distance from the current frame to the clip origin is
smaller than the encoder’s temporal receptive field, earlier tokens aggregate less context than later
ones, yielding an information imbalance across the latent sequence. Meanwhile, for clips whose
length differs from the receptive field, the imbalance persists even after remedies such as fixed-length
windows with overlapping weighted sums.

Minimal-Encoding Principle. To eliminate these issues, we proposed the minimal encoding principle
for Video VAE. Specifically, we enforce that each latent token as an independent unit derived solely
from its corresponding frame chunk (8 in our setting), thus no information is exchanged beyond
this temporal window. We argue that the primary responsibility of Video VAE are compression
and reconstruction, yet not generation. Thus, because the unit frame segment already contains the
appearance and motion cues required to reconstruct itself, further context mixing is unnecessary and
may even create shortcut learning. The minimal principle also yields a flexible latent interface: the
same encoder can be used for arbitrary sequence lengths, for image-to-video or video continuation
tasks, and for special cases such as first-, middle-, or last-frame conditioning.

Sharing Decoder Strategy. The decoder must reconstruct the complete clip from the latent sequence,
it is not bound by the above ‘minimal principle’. Empirically, feeding an appropriate span of latents
to the decoder in one shot leads to faster convergence than forcing unit-wise reconstruction. To
balance throughput and memory, we train with single-latent encoding but vary the decoder’s input
window across {1, 4, 8} contiguous latents. At run time the encoder and decoder simply reshape their
inputs to match the chosen window size (see Appendix A.1 Algorithm 1).
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This minimal-encoding design removes the information-density imbalance of causal convolutions
while retaining compatibility with downstream tasks and diverse clip lengths, contributing signifi-
cantly to MUG-V 10B’s overall training efficiency.

3.2 MUG-V 10B Diffusion Transformer Model

The generative core of MUG-V is a 10-billion-parameter Diffusion Transformer. The model is trained
jointly for text-to-video, image-to-video, and text-plus-image-to-video synthesis, thereby unifying
the principal conditioning modalities required for modern video generation. Its backbone follows
the DiT architecture [28], ensuring compatibility with state-of-the-art diffusion techniques. Our
DiT backbone consists of four components: (i) input patchifying, (ii) text condition networks, (iii)
stacked DiT blocks, and (iv) output unpatchifying. Its overall organisation follows some existing DiT
models [28, 30, 35], so this report focuses on specific design choices rather than restating the entire
architecture.

Transformer block. Instead of the MM-DiT block used in some image/video diffusion models [29,
36], we adopt a transformer block architecture closely aligned with that of autoregressive language
models. A cross-attention module is inserted between the self-attention and feed-forward network
(FFN) to enable direct interaction between textual embeddings and visual tokens.

Full attention v.s. spatio-temporal separated attention. Current DiT variants employ either
full attention [33], where every token in the spatiotemporal sequence attends to every other, or
spatio-temporal separated attention [37], which restricts attention to a local neighbourhood to reduce
computation. Full attention provides stronger global coherence, for example, the same person or
background appearing at the start and end of a clip can interact directly. Because our Video VAE and
patchifying scheme yield a high compression ratio, full attention does not incur prohibitive cost, so
we adopt it throughout.

3D RoPE encoding for visual tokens. To allow full attention to capture accurate positional cues,
we apply three-dimensional Rotary Position Embedding (RoPE), which extends the original 1D
formulation to jointly encode spatial and temporal coordinates [38].

Global signal embedding. Global signals such as diffusion timesteps and video frame-rate are
embedded following [29]. A shared MLP maps each global scalar to the model dimension, and
per-block learnable scale parameters modulate the resulting vector, balancing expressiveness with
memory efficiency.

Normalisations. Consistent with prior large-scale models, normalisation improves training stability.
Beyond the QK normalisation inside self-attention, we normalise input text features and the cross-
attention module [39, 40]. Empirically, these layers markedly reduce parameter volatility and
attenuate loss fluctuations, leading to fewer visual artefacts during the training procedure.

Image/frame conditioning. For image- or frame-conditioned video generation, we mask the video
sequence rather than add conditional latents to the denoising latent. Conditioned regions receive the
given image/frame latent and have their diffusion timestep set to zero (zero noise added), while the
remaining tokens follow the standard noisy diffusion trajectory. During pre-training this strategy both
clarifies the timestep signal and yields superior fidelity to the provided visual content at inference.

4 Model Training

4.1 Video VAE Training

The Video VAE is trained with the composite loss,

LVAE = Lrec + λLKL + γ LGAN, (1)

where the three terms serve complementary purposes:

• Reconstruction loss Lrec is a weighted sum of LMSE, L1, and Lperc, we encourage pixel-level
accuracy (MSE, ℓ1) and perceptual fidelity (Lperc).

• Kullback–Leibler divergence LKL regularises the latent distribution, suppressing outliers and
promoting smooth interpolation.
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• Adversarial loss LGAN is applied only during the final fine-tuning stage to sharpen texture and
colour. Because excessive adversarial weighting can introduce hue shifts or over-enhanced details,
we keep γ small and monitor validation PSNR/SSIM.

Adaptive Reconstruction Weighting. After the core objective stabilises, we observe that the model
readily reconstructs global structure but oscillates on highly dynamic, fine-detail regions. To focus
learning on these harder cases, we introduce an adaptive reconstruction loss.

For each reconstructed frame xt we compute a spatiotemporal saliency map

wt =
∣∣ ∆t

(
∇2xt

) ∣∣,
where ∇2 is the Laplacian (extracting high-frequency spatial edges) and ∆t is the temporal forward
difference (highlighting fast motion). Then, we employ wt to form the weighted loss term Ladaptive to
replace the plain ℓ1 component in Lrec. Regions with rapid spatiotemporal change thus contribute a
larger gradient signal, improving convergence without additional data passes.

4.2 MUG-V 10B Diffusion Transformer Training

To achieve high training efficiency and maintain convergence stability at this scale, besides the model
architectural refinements, we incorporate three technical measures: (i) a parameter-expansion strategy
accompanied with systematic hyper-parameter search; (ii) a multi-stage pre-training curriculum; and
(iii) supervised and preference optimization based post-training. These designs enable stable and
resource-efficient training of the 10B parameter DiT without compromising video generation quality.

4.2.1 Parameter Expansion

Considering that perform exhaustive scaling law studies and hyper-parameter sweeps would cost
plenty of computing resources, we adopted a two-stage workflow: first train a compact model, then
expand its parameters to the 10B scale for continued training.

Similar to zero-shot hyper-parameter transfer researches [41, 42], we fixed the target depth at 56
Transformer blocks and built a smaller DiT with hidden size 1728 (leading to a approximate 2B
parameters model). Its low training cost and fast inference made it ideal for rapid experimentation and
recipe validation. Once this 2B model achieved satisfactory video-generation quality, we enlarged it
via a hidden-size equi-variant expansion.

Our strategy closely related to the HyperCloning expansion method [43], we both increase channel
width while preserving the network’s functional behaviour. Consider a linear layer with weights
W ∈ Rd×d and bias b ∈ Rd. Expanding the hidden dimension by a factor e produces W ′ ∈ Red×ed

and b′ ∈ Red by tiling the original parameters and dividing by e to keep feature scaling unchanged.
Meanwhile, random perturbations are added to avoid the gradient duplication problem. Thus,

W ′ =
1

e
(

W · · · W
...

. . .
...

W · · · W

−
 ϵ11 · · · ϵ1n

...
. . .

...
ϵm1 · · · ϵnm

), b′ =
1

e

b
...
b

 . (2)

Inputs are replicated, x′
i = [xi; . . . ;xi ], and the outputs x′

o ≈ [xo; . . . ;xo ], each repeated e times.
Setting e = 2 increased the total parameter count by roughly 4×. After initialising the 10B model
with these expanded weights, we transferred the hyper-parameters tuned on the 2B model and
resumed training [41, 44, 42]. This output-preserving expansion accelerated convergence, while the
small-model stage substantially reduced overall experimentation cost.

4.2.2 Multi-stage Pre-training Curriculum

The heterogeneous nature of video data, where low-level texture and high-level semantics coexist,
makes curriculum learning particularly effective for training video generation model. At low spatial
resolution, semantic content dominates, as resolution increases, richer textures emerge. Moreover, a
video can be viewed as a dynamic extension of static image, with motion learned on top of appearance.
Leveraging these properties, we adopt a three-stage curriculum:
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• Stage 1 mixes image data with low-resolution (360p) video clips. The image-to-video ratio
is annealed during training until video dominates, at which point the model reliably produces
plausible images and coarse video clips.

• Stage 2 retains the 360p resolution but increases clip length from 2s to 5s, and training continues
until the validation loss plateaus.

• Stage 3 replaces the training set with 5s clips at 720p, curated from around 12M high-quality
videos, constituting the final pre-training phase.

Note that (i) the relatively small model before parameter-expansion use only images and 360p
videos; (ii) aforementioned masking strategy for image/frame conditioning is compatible with the
text-to-video generation pretraining, and we introduce the first frame masking in both stage 2 and 3.

This curriculum not only guides the model to acquire video-generation skills progressively but also
boosts training efficiency. In Stages 1 and 2, shorter sequences and higher throughput allow the
model to see over ten times more samples than in Stage 3, fostering robust general abilities. Stage 3,
although computationally costly, refines detail thanks to its rigorously filtered, high-resolution data.

4.2.3 Post-training and Alignment

After the multi-stage pre-training described above, the validation loss plateaued and began to oscillate,
the model’s outputs exhibited two persistent failure modes: (i) fine-grained artefacts, especially in
articulated regions such as human hands, (ii) violations of basic physical plausibility (e.g., interpenetra-
tion and distortions). To further improve generative quality we adopted two post-training approaches:
annealed supervised fine-tuning (SFT) with post-EMA, and preference-based optimization.

Annealed SFT with post-EMA. We first refined the training corpus, manually selecting around
0.3 M high-quality clips. Continuing training on this subset with a gradually decaying learning rate
proved effective. We compared online exponential-moving-average (EMA) parameter smoothing
with a post-hoc EMA [45] variant. The latter not only removed the need for expensive grid search
over EMA hyper-parameters but also more likely to produce higher video quality. Instead of the
post-hoc EMA proposed by Karras et al. [45], we approximate it by exponentially decayed model
ensembling, which is conceptually similar to the model merging strategy in [46] and empirically
outperforms standard online EMA in our setting.

Preference optimisation. Although preference-based reinforcement learning has achieved notable
success in large language models, its application to video generation remains challenging due to
(i) the limited capacity of current video evaluation (reward) models and (ii) the multiplicity of
optimization axes, such as appearance, motion, temporal coherence, and so on. We therefore resorted
to human-annotated preferences, focusing on two objectives:

• Error-free generation. For failures such as interpenetration, deformation, or other physical
implausibilities we collected absolute positive/negative labels and optimised the model with the
KTO algorithm [47, 48].

• Motion quality. To improve dynamic realism we obtained pairwise “better/worse” annotations
and applied the DPO algorithm [49, 50].

Retaining the original supervised fine-tuning (SFT) objective as a regularizer during preference
optimization mitigated the risk of the model adopting undesirable statistical biases (e.g., exaggerated
motion amplitude or recurring texture patterns). Conducting preference optimization in multiple
stages and interleaving batches from different annotation sources allowed the model to sequentially
expose distinct classes of errors, thereby achieving continuous quality improvements.

5 Infrastructure

Beyond algorithmic design, infrastructure is pivotal to achieving efficient and stable training for
large-scale video generation. Our video generation DiT model faces processing long sequences
with full attention, scaling to billions of parameters, and preserving numerical precision during
training three core challenges. We therefore build a Megatron-Core [13] based training framework
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for MUG-V 10B, concentrating on three optimizations: (i) model-parallel strategy, (ii) balanced
data-loading/training pipelines, and (iii) fused kernel, to overcome these obstacles.

5.1 Model Parallel Strategy

Given the long-sequence nature of video data, which incurs higher dynamic memory consumption
than language models’ pretraining, we systematically explored parallelization techniques to maximize
throughput. Our hybrid scheme combines data parallelism (DP), tensor parallelism (TP), pipeline
parallelism (PP), and sequence parallelism (SP).

To train our 10B DiT model, we first enable TP within a single node. To alleviate the memory burden
of long sequences, we shard activations across the TP group via SP. Next, we apply PP, vertically
partitioning layers and leveraging point-to-point communication to exploit inter-node bandwidth
while disabling activation recomputation. Finally, we introduce DP to enlarge the effective batch size
and improve training stability. Extensive benchmarking identifies an optimal 10B-scale configuration
that delivers near-linear efficiency scaling, thereby maximizing hardware utilization.

5.2 Data Loading and Computation Balance

Beyond optimizing parameter updates, efficient data ingestion is crucial to overall training throughput.
We build an asynchronous I/O pipeline with aggressive pre-fetching and caching, overlapping data
preprocessing and transfer with computation to hide latency. To minimize pipeline stalls arising from
variable video sequence lengths, we also introduce dynamic balanced sampling across all ranks. This
scheme ensures that each GPU receives batches of comparable computational cost, reducing idle
cycles and further improving hardware utilization.

5.3 Kernel Fusion

To reduce DiT’s memory overhead from pixel-wise modulation and residual paths, we design a
two-tier fusion of low-level kernels and block refactoring.

We merge three tightly coupled operations, (i) linear-layer bias addition, (ii) per-pixel scale-
and-shift modulation, and (iii) residual accumulation into a single GPU kernel. Collapsing the
read–compute–write sequence into one pass cuts global-memory transactions from N down to one.
The fused kernel is handwritten in Triton, leveraging warp-level shuffles to broadcast bias and
modulation vectors without shared-memory spills. A persistent-threads scheduling pattern keeps
intermediate data resident in registers across the three fused stages, pushing bandwidth utilisation
toward hardware limits and further trimming memory traffic.

At a higher level, we reshape the DiT block to expose additional fusion opportunities:

• LayerNorm + QKV Projection. Layer normalization is executed in tandem with the
query–key–value (QKV) projection, eliminating an extra memory round-trip.

• Masked Softmax Fusion. Attention-score masking is folded directly into a FlashAttention-2
soft-max kernel, avoiding redundant reads of the score matrix.

• Zero-Padding Removal. Static shape inference removes unnecessary padding, ensuring fully
coalesced accesses.

Together, these optimizations lower memory traffic, increase arithmetic intensity, and deliver an
end-to-end speed-up.

6 Applications & Model Performance

Video-generation technology is now routinely applied in film, gaming, advertising, and e-commerce,
where it offers substantial gains in creativity and cost efficiency. As an e-commerce company, we
focus on retail-specific situations: generating dynamic product videos such as try-on showcases,
still-life displays, functional demonstrations, and advertising assets. To be viable in this setting,
generated videos must exhibit (i) generative correctness (semantically accurate content and physically
plausible motion), (ii) content consistency, and (iii) visual appeal. These requirements largely align
with established evaluation protocols, so we first benchmark our models with standard automatic
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metrics. However, we find that existing metrics often overlook fine-grained defects, e.g., altered
fabric textures or incorrect hand poses, that are critical for product fidelity. We therefore supplement
automatic scores with human evaluations to judge overall usability and quality.

Table 1: Quantitative comparisons of video genertion1.

Model Model VTCM VISC VIBC SC BC MS DD AQ IQ I2V Quality Total
Size Score Score Score

CogVideoX [51] 5b 67.68 97.19 96.74 94.34 96.42 98.40 33.17 61.87 70.01 94.79 78.61 86.70
STIV [52] 8.7b 11.17 98.96 97.35 98.40 98.39 99.61 15.28 66.00 70.81 93.48 79.98 86.73

Step-Video [53] 30b 49.23 97.86 98.63 96.02 97.06 99.24 48.78 62.29 70.44 95.50 81.22 88.36
Dynamic-I2V [54] 5b 88.10 98.83 98.97 96.21 98.39 98.88 27.15 60.10 69.23 98.12 78.78 88.45
HunyuanVideo [36] 13b 49.91 98.53 97.37 95.26 96.70 99.23 22.20 62.55 70.14 95.10 78.54 86.82

Wan2.1 [33] 14b 34.76 96.95 96.44 94.86 97.07 97.90 51.38 64.75 70.44 92.90 80.82 86.86
MAGI-1 [55] 24b 50.85 98.39 99.00 93.96 96.74 98.68 68.21 64.74 69.71 96.12 82.44 89.28

MUG-V(Ours) 10b 23.17 98.82 99.51 95.73 98.52 98.90 57.24 61.37 68.48 95.37 81.55 88.46

6.1 Quantitative Evaluation of Video Generation

To evaluate the quality of videos generated by MUG-V 10B, especially the text-image to video(TI2V)
setting emphasized in e-commerce, we adopt the VBench protocol and related metrics. We assess
overall quality along three dimensions, i.e., temporal consistency, motion dynamics, and perceptual
aesthetics/distortion, using six metrics: Subject Consistency (SC), Background Consistency (BC),
Motion Smoothness (MS), Dynamic Degree (DD), Aesthetic Quality (AQ), and Imaging Quality
(IQ). Additionally, three I2V-specific metrics are included: Video-Text Camera Motion (VTCM),
Video-Image Subject Consistency (VISC), and Video-Image Background Consistency (VIBC). The
final VBench score is computed as a weighted sum of these components [56, 57]. In our experiments,
we strictly follow the VBench-I2V evaluation and submit results to the public leaderboard. As shown
in Table 1, our model performs strongly across almost all metrics. At submission time, MUG-V 10B
ranks third on the VBench I2V leaderboard, behind Magi-1 and the commercial system PI.

6.2 Human Evaluation on E-commerce Video Generation Tasks

To more directly compare against leading open-source model, HunyuanVideo and Wan 2.1, we
conducted a human evaluation tailored to e-commerce video generation. Test inputs were randomly
sampled from publicly available model showroom images. For each method, we used its default
prompt generator to create video prompts and produced 5 seconds clips. All clips were pooled
and randomly ordered, then evaluated in parallel by three independent annotators, final labels were
determined by consensus (i.e., ≥ 2 of 3).

The annotation proceeded in three stages. First, annotators judged whether a clip was discernibly AI-
generated, considering both the presence of errors (from physical implausibilities to minor artifacts)
and overall visual realism. Second, for clips deemed sufficiently realistic, annotators assessed product
consistency relative to the input image, requiring that color, material, texture, and other attributes
remain unchanged. We consider a clip deployable in e-commerce only if it satisfies these two criteria.
Third, for deployable clips, annotators judged whether the video is “high quality,” defined by the
hallmarks of professional cinematography and model performance. Finally, our model achieves
strong results on both the pass rate and the high-quality rate. Since the space limitation, the detail
evaluation results are reported in Appendix B.2. Nevertheless, we observe that residual minor artifacts
and geometric distortions still limit overall quality, indicating substantial headroom for improvement
in e-commerce applications.

7 Related Works

7.1 Diffusion Models

Diffusion-based generative modeling originates from score matching and denoising autoencoders,
culminating in denoising diffusion probabilistic models (DDPM) and the continuous-time score-

1Given that VBench is a widely used benchmark for video-generation evaluation, we submitted our results to
enable direct comparison with prior methods. We present a subset of the VBench-I2V leaderboard, restricted to
recent methods accompanied by a technical report. The complete leaderboard is available at this link.
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based SDE/ODE formulations [58, 59, 60]. These methods learn a reverse-time denoising process
to transform Gaussian noise into data, and support conditioning through classifier/classifier-free
guidance as well as latent-space diffusion with learned encoders for efficiency [61, 62, 63].

A subsequent line of work replaces stochastic reverse diffusion with deterministic transport, framing
generation as learning a velocity field that pushes a simple prior to the data distribution. Rectified flow
and flow matching objectives directly supervise this transport via continuity equations or optimal-
transport-inspired training, often yielding faster sampling and simpler training dynamics [11, 12].
Complementary advances distillation to few/one-step samplers, consistency models, improved solvers,
and DiT backbones—further reduce inference cost while preserving fidelity [64, 65, 28].

Diffusion and flow matching have been successfully applied across modalities. In images, latent
diffusion enabled text-conditional, high-resolution synthesis at scale [34, 66, 29, 67], DiT backbones
improved scaling and training stability [28]. In 3D, score-distillation and related techniques optimize
neural or explicit 3D representations from text or image supervision [68, 69]. Audio and music
generation commonly operate in spectrogram space with text or melody conditioning [70, 71].
Motion, trajectories, and robotics have leveraged diffusion priors for controllable dynamics [72].
Extensions to discrete domains (code or text) use relaxed tokenizations or hybrid AR–diffusion
designs [73, 74, 75]. These developments establish diffusion/flow matching as flexible, scalable
foundations for high-dimensional generative tasks, including video.

7.2 Video Generation Models

Early text-to-video systems extended image diffusion with temporal priors or cascaded frame synthesis
and super-resolution, but were limited in duration, resolution, and temporal coherence [76, 77, 78].
Latent video diffusion improved efficiency by compressing videos with video VAEs before applying
spatiotemporal denoising [79, 80], enabling longer clips and higher fidelity [81].

A dominant family today uses DiT-based generators operating in a latent video space: a video VAE
provides compact spatiotemporal latents, while a DiT (with factorized or windowed spatiotemporal
attention) performs conditional generation under text, image, or control signals [82, 83]. Advances
include stronger conditioning (pose, depth, camera paths, audio), longer context handling (memory-
efficient attention, sliding windows), and faster sampling via consistency or flow matching objectives.
Large proprietary systems, e.g., Sora demonstrate long-duration, high-resolution generation with
improved physical plausibility through large-scale training, aggressive latent compression, and
optimized inference [84, 85, 33, 36, 37, 86, 87, 88].

In parallel, autoregressive (AR) based approaches tokenize videos with vector-quantized encoders
and model generation as next-token prediction across spatiotemporal tokens [89, 90]. These models
integrate naturally with multimodal LLMs and show strengths in long-horizon structure and discrete
controllability, but often trade off visual fidelity and suffer from compression artifacts. Hybrid systems
combine AR planning (for structure and semantics) with diffusion/flow decoders (for photorealism),
narrowing this gap [91, 92].

Positioned within this landscape, MUG-V 10B follows the DiT-in-latent-video paradigm with an
emphasis on efficient training (Video VAE compression, kernel/system optimizations) and modern
training curriculum, while targeting practical conditioning modes (text-to-video and image-to-video)
and alignment for e-commerce content.

8 Conclusion

In this report, we presented the training framework of MUG-V 10B diffusion transformer (DiT)
model for video generation. Under constrained compute, we pursued an end-to-end design that inte-
grates scalable data processing, a high-compression Video VAE, a DiT-based generator, multi-stage
pre-training and post-training, and systems-level optimizations for efficient training and evaluation.
Our study not only validates several recent advances for large-scale DiT model training, but also in-
troduces practical strategies that stabilize optimization and improve generated sample quality. Across
qualitative and quantitative evaluations, MUG-V 10B delivers competitive or superior performance,
particularly in e-commerce scenarios.
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A Additional Technical Details

In this section, we provide additional technical details that were omitted from the main text due to
space constraints.

A.1 More Details of Video VAE

Algorithm 1 presents the pseudocode of the Video VAE Minimal Encoding Strategy. As shown,
the proposed strategy can be implemented with a simple tensor reshape operation, introducing no
additional computational overhead to the overall process.

Algorithm 1 Video VAE Minimal Encoding Strategy
Input: V ∈ R1×T×C×H×W , R ∈ {1, 4, 8} ▷ an input video V, and the decoder window R

1: Vin ← reshape(V, [T/8, 8]) ▷ (T/8)× 8× C ×H ×W
2: E← VaeEncoder(Vin)
3: (µ, log σ2)← Linear(E)
4: z← reparameterize(µ, log σ2) ▷ (T/8)× 1× Cz

5: D← reshape(z, [(T/8)/R, R]) ▷ (T/8)/R×R× Cz

6: V̂← VaeDecoder(D) ▷ (T/8)/R× (8 ·R)× C ×H ×W

Output: reshape(V̂) ▷ reconstructed video, 1× T × C ×H ×W

A.2 More Details of Preference Optimisation

In addition to direct preference optimization (DPO) and KTO with human-labeled data, we introduce
Real Data Preference Optimization (RDPO) [26]. By applying reverse sampling on real video data,
we observe that the flow sampling paths derived from these reverse samples are statistically superior
to those obtained from randomly initialized noise and its associated flow trajectories. This property
allows RDPO to automatically construct preference pairs without the need for manual annotation.
Furthermore, a multi-stage iterative training schedule is employed to progressively improve the
generator’s performance.

B Additional Experiments

B.1 Video VAE Reconstruction

Within our video generation pipeline, the Video VAE is dedicated to compressing the video signal
and reconstructing it. We therefore curated a set of real-world clips for validation and evaluated
reconstruction fidelity with standard metrics, PSNR, SSIM, LPIPS, and FloLPIPS, against several
baseline VAE models. As summarized in Table 2, our Video VAE surpasses most comparators on
these metrics. Although its score on SSIM (720p setting) is slightly lower than that of CogVideoX

Table 2: Quantitative comparisons of video reconstruction.

Model Downsample Res. Evaluation Metrics
Factor PSNR(↑) SSIM(↑) LPIPS(↓) FloLPIPS(↓)

Opensora VAE 4× 8× 8 256p 28.2 0.821 0.114 0.108
CogVideoX VAE 4× 8× 8 256p 30.3 0.902 0.055 0.053

MUG-V VAE 8× 8× 8 256p 32.2 0.912 0.053 0.048
Opensora VAE 4× 8× 8 480p 30.0 0.857 0.107 0.101

CogVideoX VAE 4× 8× 8 480p 30.5 0.918 0.044 0.045
MUG-V VAE 8× 8× 8 480p 31.2 0.911 0.043 0.041
Opensora VAE 4× 8× 8 720p 30.6 0.866 0.109 0.105

CogVideoX VAE 4× 8× 8 720p 31.8 0.912 0.058 0.058
MUG-V VAE 8× 8× 8 720p 32.9 0.911 0.056 0.056
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Figure 1: The visualization of Video VAE reconstruction examples. For each example, we provide
the input video frame (the whole frame and local details) and the local patch extracted from the
reconstructed video clip (the right enlarge part).
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Pass rate High-quality rate

MUG-V-TI2V Wan2.1-TI2V Hunyuan-TI2V

Human Evaluation on E-commerce Video Generation Tasks

Figure 2: The human evaluation comparisons on generated e-commerce video of their quality.
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VAE, it delivers an 8× 8× 8 compression ratio, achieving a favorable efficiency–quality balance.
Qualitative examples in Fig. 1 show that fine details such as drifting smoke and rapidly changing
textures are faithfully reproduced.

B.2 Evaluation Results of E-commerce Video Generation

In Fig. 2, we report the evaluation results of different models on e-commerce video generation,
measured by pass rate and high-quality rate. In mixed blind evaluations, our MUG-V 10B achieves
superior scores. Specifically, the higher pass rate indicates that our model generates a larger proportion
of e-commerce videos without noticeable artifacts or errors, making them indistinguishable from real
footage. Meanwhile, the improved high-quality rate reflects better performance in terms of motion
coherence, visual fidelity, and aesthetics. Nonetheless, the relatively low absolute values of both
metrics highlight that substantial room for improvement remains, underscoring the need for further
advancement in video generation models, including ours.

B.3 Visualizing Generated Videos

We present representative qualitative results in Fig. 3 and Fig. 4. Fig. 3 shows text-to-video (T2V)
samples, while Fig. 4 displays image-to-video (I2V) results. Moreover, the generated samples of e-
commerce video generation evaluation tasks are presented in Figs. 5, 6, 7. More video demonstrations
are available on our project website.

C Challenges and Future Work

Despite these advances, our experiments highlight several open challenges. First, strengthening the
faithfulness and controllability of the mapping from conditioning signals (text, image, or mixed
inputs) to generated videos remains a prerequisite for reliable real-world deployment. Second, fine-
grained appearance fidelity, such as material and texture preservation, still lags, with sensitivity to
VAE compression and DiT noise initialization leading to subtle but consequential degradations. Third,
scaling to longer durations and higher resolutions demands algorithms and systems that cope with
long-sequence training, inference efficiency, and long-range temporal consistency. In light of these
challenges, we remain committed to advancing the capabilities of video generation models and look
forward to continued progress from the broader research community.
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Prompt: A gray parrot perched on a soft, plush cushion inside a cage. The cage itself is made of metal bars. The cushion it is sitting on 
appears to be comfortable and well-suited for the bird's needs. The background is plain wall.

Prompt: A close-up shot of a man's face, focusing on his neck and lower face. The background is blurred, with hints of greenery plants. 
The lighting is soft and natural, casting gentle shadows on the person's skin. The camera slowly moves to reveal his eyes.

Prompt: A wooden table with several glass containers. In the foreground, there is a clear glass pitcher filled with a tea and slices of 
lemon. Next to the pitcher, there are empty glass cups. A person is seen pouring a drink into a glass. The action is smooth and graceful.

Prompt: Two Christmas elf dolls sitting on a green wreath. The wreath is adorned with red berries and small white lights, creating a 
warm and inviting atmosphere. The background of the scene includes a wooden deer head and several wooden trees, adding to the 
holiday theme.

Prompt: A serene and breathtaking beach scene at sunset. The waves create delicate white foam as they break on the shore, adding a 
sense of tranquility to the scene.

Prompt: A woman wearing a blue and black tight suit with long sleeves. The tight has a zipper in the front and is designed with a 
combination of solid colors and patterns. The woman is standing against a plain, light-colored background. She is posing for the 
camera, showcasing the fit and design of the tight. 

Figure 3: Visualization of text-to-video generation results produced by the MUG-V 10B model.
(enlarge for more details.)
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Prompt: A woman with green hair smiling for the camera.

Prompt: A boat sits on the shore of a lake with mt fuji in the background.

Prompt: A penguin walking on a beach near the water.

Prompt: A person holding a taco in their hand.

Prompt: A person pouring coffee into a pot on a stove.

Prompt: A flock of birds flying over a tree at sunset.

Prompt: A sandy beach with palm trees on the shore.

Figure 4: Visualization of image-to-video generation results produced by the MUG-V 10B model.
In each example, the first frame corresponds to the conditioning image. (enlarge for more details.)
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Figure 5: Visualization of e-commerce video generation results across different models. Since
each model is optimized for distinct prompt styles, we employed their respective default prompts or
prompt-rewriting tools for fair comparison. (enlarge for more details.)
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Figure 6: Visualization of e-commerce video generation results across different models. Since
each model is optimized for distinct prompt styles, we employed their respective default prompts or
prompt-rewriting tools for fair comparison. (enlarge for more details.)
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Figure 7: Visualization of e-commerce video generation results across different models. Since
each model is optimized for distinct prompt styles, we employed their respective default prompts or
prompt-rewriting tools for fair comparison. (enlarge for more details.)
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5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [No]

Justification: Due to corporate operations and intellectual property considerations, releasing
the model and data requires sufficient authorization, which we have not yet obtained. Never-
theless, this paper provides extensive technical details and analyses to ensure transparency
and facilitate understanding.
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• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
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• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
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• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.
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• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
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• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
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paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Please see Sec. 6
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• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [No]

Justification: All experiments in this work are conducted through multiple rounds of gen-
eration, with results repeatedly annotated and compared. However, since it is difficult to
obtain full statistical metrics for other methods, we report only average scores rather than
comprehensive statistics—an approach that is also common in prior work within this field.
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• The answer NA means that the paper does not include experiments.
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• The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: We report the training details.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: We followed the NeurIPS Code of Ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: Yes, please see Conclusion and Appendix.
Guidelines:
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• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [No]
Justification: We do not foresee any high risk for misuse of this work.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: Yes, we credited them in appropriate ways.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
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• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: The paper does not release new assets.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [Yes]

Justification: Yes, evaluation uses human preference data annotated internally by the research
team.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [No]

Justification: Human preference data for evaluation was annotated internally by the research
team (no external participants; minimal risk task). Based on institutional guidelines, formal
IRB approval was not required for this type of internal data collection.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [No]
Justification: LLMs were used solely for writing and editing assistance in preparing this
manuscript. This usage does not constitute an important, original, or non-standard com-
ponent of the core research methods, and thus declaration according to the policy is not
required.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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